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RemoteAstronomyover Trans-PacificATM Satellites

Trans-Pacific Astronomy Experiment

• Phase 2 of the Trans-Pacific High Data Rate Satcorn Experiments
following the Trans-Paciflc High Definition Video Experiment

• A pert of the Global Information Infrastructure-Global Interoperability for
Broadband Networks Project (GII-GIBN)

- Emerging global information infrastructure involving broadband
satellites and terrestrial networks

- Access to information by anyone, anywhere, at any time
- Collaboration of government, industry, and academic organizations

• Demonstrate the use of broadband satellite links in a global information
infrastructure with emphasis on astronomical observations, collaborative
discussions and distance learning

(cont)



Remote Aslxonomyover Trams-PacificATM $=tcllitcs

• Interactive control of ML Wilson Observatow's 24" telescope

• Distribution of ML Wilson Images through the use of distributed
file access technology - people, organizations, and equipment are
becoming more distributed in nature

- Replication sites in Japan and the U.S.

_ - Images from telescopes are stored in a distributed file system

- Permits post-processing of images by other parlJdpants

- Storage of Hubble Space Telescope archival images

• Environment for collaborative discussions and learning

- A form of academic exchange between Japan and U.S.
students

(cont.)

RemoteAstTonomyovc'rTrans-PacificA_ Satellites

• Internet Protocol (IP)-centric applications

- IP-based apl_icatJons are readily available to the general
public

- Involvement of schools and network researchers

- Migration of research results to user app_icaUons

• An opportunity to study issues of scale and interoperability
- IPv4 over ATM

- IP Multicast (voice, video, and application data)

- Dis_buted file access

• Application to other projects
- e g, NASA Solar System Internet/Mars Infrastructure effort
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P_mot¢Astronomy over Trans-Pacific ATM Sstcllitcs

Participation

• Global Interoparability for Broadband Networks Project, G7-GII

• Current parlidpants (astronomy expadment):
AT&T

NASA GRC, GSFC, JPL, NREN
The George Washington University
University of Maryland
The Mt. V_ison Institute, in auodatJon with

Crouroads (CA), T. Jefferson (VA) High Schools
Soka High School (Japan)

Misato Observatory
Japan Ministry of Posts and Telecommunications

Communications Research Laboratory
Kokusai Denshin Denwa Co., Ltd.
Nippon Telegraph and Telephone
Intelsat/Comsat

R©mot¢Astronomy ov©rTrans-PacificATM Satellites

Potential Alsplications:

- Global Network of Astronomical Telescopes

- Global Osdllation Network Group

- University of North Carolina, Tennessee State University

- Astronomy community and the general public

- Satellite communications community

- Network and distributed systems protocol researchers

- NASA Science and Engineering Information Infrastructure

- NASA Collaborative Engineedng Environment

- FAA FICS-21 (FAA Integrated Communications System for the 21th
century)

- NASA Solar System Internet Initlative/Mars Infrastructure
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Remote Astronomy over Trans-Pacifi© ATM Satellites

Interactive Observations

• Automated 24" telescope connected to a local telescope server

• Use of dedicated software for control and image capture

• Observations during day-time hours from Japan

• U_e-of ¢istributed file access to propagate the images over sstcom link

Remote Astronomy over Trans-Pacific ATM Satellites

IP-based Multicast

• CoilaboraUve discussions during demonstrations

• Advantages: logical naming and efficient use of bandwidth for large,
dynamic groupe

• Virtual network - Casner. Mul_cest Backbone (MBone)

• Poesible linkage with terrestrial MBone infrastructure

• Lecture mode vs. interac_ve mode over satcom links

• Layered encoding application
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Remote Astronomy over Trans-Pscific ATM Satellites

Distributed File Access

• Effective means of shadng data

• Permits users to collaborate

• Access and location transparency

• Small local disk and shared file name space

• Server replication

• Facilitate transfers over satcom links

• Andrew File System (AFS) and/or High Performance Storage System
(HPSS)

Remote Astronomy over Trans-Pacific ATM Satellites

Virtual InterNetwork Testbed (VINT)

• Based on NS originally developed at LBNL

• NS - a discrete event simulator targeted at networking research. It
provides substantial suppod for simulation of TCP, muting, and muitJcaat
protocols

• NAM - Network Animator

• Empirical error model provides simulation results for compadson

• Facilitates academic participation

• Helps examine the issues of scale and heterogeneity in the evolving
global inforrnatJoninfrastructure

• High bandwidth satellite links with terrestrial connections
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Status

Remote Astronomy over Trans-Pacific ATM Satellites

• NASA Research end Education Network:
• JPL-to-NASA GSFC established

• PVC assigned: (0,55)
• NTTCP ATM level verification

• ML Wilson Telescope
• Via PscBell Intemet

•• Intemet version of software on 14" test telescope
• Migration to 24" telescope

• Laboratory testbod at JPL
• Mbone applications and measurement tools (retrace)
• AFS server and clients

• Trans-Padfic Experiment cell created
• Cell name: TPae.jpLnasa.gov
• Server name: afstpa01.jpl.nasa.gov
• IP address: 137.79.116.64

Remote Astronomy over Trans-Pacific ATM Satellites
Network Test I_an

Status (conL)

• Laboratory teatbad at JPL (cont)
• PC-based Mbone application clients and AFS clients

(presently requires protocol converter - workstation)
• Windows 98 needs light dient (beta) or protocol converter
• Testbed has two virtual subneta
• MBone tunnel

• Satellite delay simulator
• Andrew Benchmark to be compiled and installed

• Multiatate error model for Lawrence Berkeley National Laboratory

• Empirical satellite channel model using the multistate error model
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Remote Astronomyover Trans-Pa_fic ATM Satel]it_
Nehvork Testl_an

Statue (conL)

*The Andrew Benchmark

• MalwDlr:.Conoln¢l • target sub(re•that Is identicalto the sourcesubtree
• Copy: Copyevery filefromthe sourcesubtreeto thetargetsubtme
• S_nOir: Tmvenmthetarget oub_reeand examinethe slatusof every filein it
. ReadAl: Scaneverybyteof every filein Ihe targetmJblree
• Make: Completennd linkel files inthe targeteubtme

• Mulh'cnt-based measurement tool: mtrace

rnb_ce report= the route from • multicmdsource to • receiver, along wtlh other
informationabout that path such eJ=per-hop loss and delay =datisti¢=.Topology
discoverythroughndrece is performedas pad of the lnmertool.

• Hod
• Loss
• Delay

Trans-Paciflc Connections

Intob_
K_Bond Ku-Bsnd

Xa.toM F..mhgtul_, °_ I(a-bmd N-,_! FJrlh glelbn
md AFB Se,_wK:Bmt ATM OC-3

oc-,11'R Mini U14Mires
dlnMI mzmodl_

SmHIgh S_ & - AJrSCUmin md Rlule Adron_ly t.mallo_
I,eu_ Ola,m_,ll_ & • Na_ I_ P m,_ k nm Io,_

_ die. "r'llO _ Low Im,,,4a,(d_ IP muli_ ehe
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RemoteAstronomyoverTrans-Pacifi©ATM Satellites
LaboratoryT©stbed

• Established a laboratory testbed
for multicast and distributed file
systems applications for the
Trans-Pacific Astronomy
Experiment. The testbed permits
the storage of archived
astronomical images and the
verification of system operations
between JPL and NASA Ames,
GRC, GSFC, and participants in
Japan.

• It will later be re-configured as an
operational platform for
conducting remote astronomical
observations, collaborative
discussions, and distributed
systems studies.
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RemoteAstronomyoverTrans-Pacitic ATM Satellites
Multi-stateErrorModel

Deliver in report form the source code for a multi-state error

model for the Lawrence Berkeley National Laboratory's (LBNL)
Network Simulator.

Multi-state error model permits the construction of detailed
empirical or statistical channel models describing vadous
conditions that affect a satellite link. The capability helps
protocol researchers model detailed profiles of satellite
channels and study their use in the global information
infrastructure.
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Remotc Astronomy over Trans-Pscific ATM Satcilitcs
Empirical Link Modcl for Nctwork Simulator

Deliver in report form an empirical satellite channel model for the

LBNL Network Simulator using propagation data from NASA

Advanced Communications Technology Satellite.

The simulator, augmented with channel models, would permit the

extensive study of scale and protocol interaction in current and

future network protocols, including congestion control, reliable

multicast, multicast muting, dynamic topologies, and integrated
services.

....

R©motcAstronomy overTrans-PacificATM Satellites

Sample Sessions

• The Structure of Galaxies

Observeexamplesof the varioustypesof galaxieswiththe TIE telescope.
ComparewithHST obmrvationsof _mihlr galaxies,bothnearbyand very
di_ant. May alsocomparewithDig#izedSky Surveyoburvatlons of many
gllaxles

•The Lives of the Star•

Observe • numberof nebulaewiththe TIE telescope. IncludeHII regions
(stellarbirthplaces),planetarynebulae(death_tes of Iow-miso stars),and
supernovaremnants(deathsitesof high-maN slars). Co_aperawithHST
oburv-tlons of _milar _rgets, bothin ourGalaxyInd inothers(e.g., the
MagellanicClouds).May alsocomparewithDigitizedSky Survey
observationsof manynebukm.

• Where are all the Stars?
Otmerve• number of Galacticatar dusterswiththe TIE telescope.Use
theseobservations,andarcNvalones from HST, to accountfor the -100
billionstarsin the MilkyWay. Alsoobservea smaUernumberof spiral
galaxieswiththeTIE telescopeto aid inunderstandingthe largerpicture.
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Remote Astronomy over Trans-Pacific ATM Satellites

Sample Sessions (cont.)

• ML Wilson images stored on local AFS server
• AFS server performs synchronization to replicate the file at
all locations

• Discussion using IP-Multicast tools

• Post processing of images using distributed file access system possible
" .'Compositing of images

• Hubb_ Spaca Telescope archived images
• Determined baaed on finalized schedule for transPacific
connections

• More genedc images will be preJoaded

•Estimated 2-hour lectures

RemoteAstronomyover Trans-PacificATM Satellites

Demonstration

• June-Sep 1999

• Mr. V_ilson Institute, local schools (US and Japan), other GIBN
participants

• Broadband satellite links with terrestrial connec'dons

• Facilitates academic and public partidpation

• Applications available on personal computers

• Opportunities for research
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I Trans.Paciflc Astronomy ExpemL. ]

Trans-Pacific Astronomy Experiment

Network Testing

ul_ JPL - Call_k ] EJ

ITrans-Pac,fic Astronomy ExperimentJ "_

• Experiment Objectives

• System Block Diagram

• Dependencies & Constraints

• Requirements Summary for JPL

• Test Approach
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l Trans.PKific Astronomy Expemt.. ]

IExpedment Objectives J

• To Establish A Remote Astronomical

Observation System for Distance Learning
and Collaborative Discussions

• To Demonstrate the Effectiveness of Modern
Broadband Satellites In A Global Information

Infrastructure (GII) Using Emerging
Technologies In Multicast Applications

Astronomy Expemt..

[System Block

[]

Page 2



ISystem Block Diagram - JPL I

JPL B126
LAN

f
[Tr..s-e._incA.tro.omysx_. ]...._ _'_._

IDependencie_& constraints J" i, -_

Schedule
- Awtl-Sel_ember,lggO

NASA Export Constraint
- Contact NASA JPL Geoffrey Pomeroy (M/S 202-223, 4-21U)

Technical
- Provide Network-Capable Telescope Control Soltwawe

- Use of AFS for Distribute File System. JPL Provide Server/Client
Functions.

- Use of lid Muttlcast Backbone on the Intemol (Mbone)

Infrastructure for the Audio and Video Applications

- Use of NASA NREN • Broadband Satellite Links (Interset & NI"I"

N-Star) for High-Performance Networking (OC-3, tS1 Mbps)

Page 3
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IT,,,,.P,_in_A_,,y e.p,,_.. ]

I Dependencies & Constraints I

H/W & 8/W List for Japan I

• Hardware
- AFS Sarvar/Cllent

Processor

- M Router (VPN Capable)
- PC for MEONE

. _ Appllcstlon

Software

- Telescope Control
Software

- AF$ 8arvorlCllent Software

- M Router Soltware
- VPN Software

- Mt_ace. Multicest-Basnd
Measurement Tool

- Software Monitor for IP
Multicast & FHoSystem
Protocol

f I Trans-Paciflc Astronomy Expend.. I

IRequirements Summary for JPL

• Receive Mt Wilson Telescope Astronomical Observations Data
- Via Pacbell Intemet

- W1UReliably Receive and Capture All Data From Instrument at
Available Bandwidth

• Provide Telescope Control Data to Mt Wilson

- Real-Time or Near Real.T'ne Support
- Via Trans-Paciflc Backbone and Pacbell Internst

- Will Be Able to Transmit Control Data From Japan or Any Pis
Areas Via JPL

• Provide Data Processing and Storing (imaging) Data at AFS
Servers

- Master Data Resides at Servers

- Near Real-Time Processing

- Permit Post-Processing by Users

Page 4



IT,..,-.=i,=,_?.omyE=,._. l_-_j_
IRequirements Summary for JPL I "--

• Provide (Imaged) Data to Astronomical User'S Group

- Provide "Release" Replication and *'Scheduled" Replication Data
to Client $ses (Japan, GSFC, JPL,...)

- Using NREN, NTON and High Data Rate Setcom (OC.3, 168MblPs)
to Users

- User'| Can Retrieval of Selected knages Data From AF$ Client

• Provide Capal_l_es for Collaborates Discussion and Learning to
Users

- By MBone
- VPN

• Provide Monitodng Capability At JPL
- MBone

- AFS

_CaIKk

f TraM-Pacific Astronomy ExpemL. I

ITest Approach I

- 1. AFS Operations on LAN of Client and
Server Machines Proved (JPL B126)

- 2. Mt Wilson - JPL Via PacBell
Communication (Duplex) Proved

-3. Japan- USA (Back Bone)
Communication Proved. AFS Operations
on LAN and WAN of Client and Server
Machines Proved (JPL, Japan,...)

-4. MBONE Operations on Remote Sites
(Japan, JPL, GWU)

i _m_-_-RL, - C=io_k

Page 5
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f [ Trans-Paciflc As_jpnomy Exl_nmL.

IAFS Engineering Testing__"_"_#1 I
Operations of Clients & Server I

"Oependency : "Oa B4 CUo_ & hr_r li_'hvm & Tea Soltwmm

• OMa htm:e, hvlatmd An'enemy Experlmeet DMO

• Creating Onctodm

• Replication - Reieue mpllcatkm m_l llcheduled replication

LAN

JPL B126

f #1
IAFS Engineering Testing& So--errOperations of Clients

JPL Hardware

- 1 SUN Ultra 2 foeAFS
sorv_

- 1 SUN SPARC 20 & I-
Series PC f_r AFS Client

- 1 SalelUte Delay Sknulator
(T1 Speed)

- LAN

- 2 Reuters (VPN capable)
- MBone tunnel and

application servers
- Disk for Data Source

(astronomy data)

Software

- JPL EISAFS Server/Client
Software

- Test Software

- MBone monitor

- File system benchmark

Page 6
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IEngineering TestingMt Wilson - JPL

"O4wendoncy: "Get AMmnomy Netwodt. Capable Te4eecope Contnd &,W
InMaN at JPt.

"IN_l JPL PC & JIUN Sper2 at Mt WUmn

• JIq. m IdtWifwe : ProvMe Telucope control fromJPL

• ldt WlhzontoJM.: Imaglnll OetatoJPL forotom at JPL
AFS krvw • _g to rJlent

JPL B126

LAN

Mt Wilson

f
I Trans-PKific Astronomy ExpemL. I

I Engineering Testing #2 IMt Wilson - JPL

• JPL Hardware

- 1 SUN Ultra 2 for AFS
SERVER

- 1 I-udes PC for AFS Client

-LAN

- 1 Router (VPN capable)

- Interne( I/F

• Mt Wilson Required
- 1 SUN Sperc 2 for

MBoMTennlnai

- I-series PC Level for

MBone_op.caUon

• Software
- EIS AFS Server/CIk.M

Software

- Ted Software

- Telescope Control
Software

- MBone Software

Page 7
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nTrmns-Pscitk: As_onomy ExpemL. I

JAPAN Engineering Testing 3- USA Communications (Backbone) I

• Oependency:Soflwm monMoma theW8 leveltoprovidemonitoring
far IP mulUclmt_ Alem protocolotock(JAPAN,OUC,...)

• Oaa burro, llmulatod Astronomy_ont Osto
• DablFImv:JAPANto,NIL- Contr_Iqew,_ to JAPAN- AF8Rel:lk:etkm

JPL B126

LAN

•-I Wl I

AT&T _ ISml

__ ..... .C..R.LJAPAN

\i

--I Climt4 _

Trans-Psciflc Astronomy ExpemL. J

I JAPAN Engineering Testing 3 I- USA Communications (Backbone) l

• JPL Hardware

- 1 SUN Ultra 2 for AFS
Server (Master)

- 11-e4d_ PC Level for AFS
CUent

- VPN

- LAN

- MBone monitor

- ATM Switch

- NREN UF (OC-3)

• JAPAN/GSFC
- 1 SUN Ultra 2 for AFS

CUenUserver

- 1 I-series PC for _one
Application

- VPN

R[, - Cahcb ]

I

Software

- EIS AF8 Server/Client
Software

- Test Software

- Telescope Control
Software

- Sortwm monitor for IP
multicast & file system

- MBone monitor software

- VPN Software

Page 8
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f I IMBONE Operations(_ Remote Sites

• Dup4mdency: Using NREN Backbone, MBONE Connectkm
mulrecl, and MROUTER required for multicut

• DMa Source- Imulated Astronomy P.xpedment Date
Japan •Pro_,tmc_hr,.c_ sy,tmforoo,_ora_,d_cmkm

High School/ " Washington Area
Observatories High School

Engineering Testing #4 ]
MBONE Operations(_ Remote Sites J

• JPL Hardware
- 1 SUN Ultra 2 foc APS SERVER

(M_ter)
- 1 SUN i.lll | or PC Lavei for

Airs Client

- LAN

- 1 Mrouter

- ATM Switch

- NREN I/F (0C-3)

- Inim_ UF

• JAPAN/GSFC Terminal
Node

• High school
- keedesPCMaone_Uon,

Software
- EIS AF$ SorvarlCUent

Software

- Test Soltware

- Telescope Control
Software

- Software monitor for IP

multicast • file system

- MSone monitor software

- VPN Software

Video• Camera i
- mort, W,W. I
- 110
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